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CC-1 REAL ANALYSIS
P

“—-—-._____H—-—_._________

rom the Session: 202425
'I’-.!r! A_ - l_l_lirq_l_l_l_i_cliun_

— With effeet fy
N
Name of Programme

M.'SC._Malhcr_n_eﬁics
[Semester | T T T
'—-——-.___ = E) e y
Name of the Course REAL ANALYSIS
Course Code M24-MAT-1 01
Course Type CE
Level of the co urse 400-499
Pre-requisite for the course
(af any) '

Courses on Real Analysis up to the 299 level
Course Objectivgs

The course aims to familiarize the learner
integral, uniform convergence of sequences

with Riemann-Stie‘ltje
functions of several variables and Fourier se

and series of functions
ries.

- s s
Course Learning Outcomes CLO 1: Understand the concept of Riemann—Stieltjes integral along
(CLOs) ) . its properties; integration of vector-valued  functions Wit
After completing this course, the o .

_ application to rectifiable curves.
learner will be able to:

CLO 2: Understand and handle convergence of S€quences and serieg
of functions; construct

a continuous nowhere-differentiabld
function; demonstrate understanding of the statement and proof of
Weierstrass approximation theorem,

CLO 3: Understand the concepts of differentiab
of functions of several variables and thejr relation to partial
derivatives; apply the knowledge to prove inverse function theorem
and implicit function theorem.

ility and continuity

CLO 4: To formulate convergence problems of Fourier series, know!
about the (C,1) summability of Fourier series and apply these

notions to prove the well- known Fejer theorem, Bessel*s inequality
Riesz-Fischer theorem, Parseval

equality and Riemann-Lebesgug
theorem.
Credits Theory Practical | Total
4 0 | 4
Teaching Hours per week 4 0 ] 4 |

2
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3
Internal Assessment Marks 30 [ 0 ?}g l\
End Term Exam Marks 70 | 0
Max, Marks 100 1 0 o |,
Examination Time 3 hours 1 I

Part B- Contents of the Course

[nstructions for Paper- Setfer; The examiner will set 9 questions asking two questions from each

unit and one compulsory question by taking course learning outcomes (CLOs) into consideration. The
compulsory question (Question No. 1) will consist 7 parts covering entire syllabus. The examinee will
be required to attempt 5 questions, selecting one question from each unit and the compulsory

question. All questions will carry equal marks.

Unit Topics | Contact Hours |

1 Definition and existence of the Riemann-Stieltjes integral, properties o 15
the integral, integration and differentiation, the fundamental theorem o

calculus, integration of vector-valued functions, rectifiable curves

(Scope as in Chapter 6 of ,Principles of Mathematical Analysis™ b

Walter Rudin, Third Edition).

15

Il ISequences and series of functions: Pointwise and uniform convergenc
of sequences of functions, Cauchy criterion for uniform convergence
Dini“s theorem, uniform convergence and continuity, unifo
convergence and Riemann integration, uniform convergence an
differentiation. (Scope as in Sections 9.1 to 9.3 of Chapter 9 ,,Methods o
Real Analysis® by R.R. Goldberg).

Convergence and uniform convergence of series of functions
Weierstrass M-test, integration and differentiation of series of functions
existence of a continuous nowhere-differentiable function, th
Weierstrass approximation theorem '(Scope as in Sections 9.4, 9.5,9.7 o
Chapter 9 & Section 10.2 of Chapter 10 of ,,Methods of Real Analysis*
by R.R. Goldberg).

' JFunctions of several variables: Linear transformations, the space o 15
linear transformations on RM to R™M as a metric space, open sets

continuity, derivative in an open subset of R", chain rule, partia

derivatives, continuously differentiable mappings, the contractio

principle, the inverse function theorem, the implicit function theorem.
(Scope as in relevant portions of Chapter 9 (up to 9.29) of ,,Principles of
Mathématical Analysis™ by Walter Rudin, Third Edition)

IV IFourier Series: Formulation of convergence problems, the necessary and 15
sufficient condition for the Fourier series for f at x to converge to f(x),
The (C,1) summability of Fourier series, Fejer theorem, The L2 theory of \

r
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[ TFouricr serics, Bessel™s incquality, Riesz Fischer theorem, Parseval"r{
equality, convergence of Fourier ‘series, Riemann-lLebesgue theorem
Orthonormal expansions in 1.2|a, b], Bessel”s inequality for generalizec
Fourier series. (Scope as in Chapter 12 of ,Methods of Real Analysis™ by
R.R. Goldberg).

- "~ Total Contact Hour] 60
Suggested Evaluation Methods
Internal Assessment: 30 End Term Examination: 70
» Theory _ 30| » Theory: | 70
e Class Participation: 5 Written Examination
e Seminar/presentation/assignment/quiz/class test etc.:| 10
e Mid-Term Exam: 15

Part C-Learning Resources
Recommended Books/e-resources/LLMS:
Recommended Text Books;

1. Walter Rudin, Principles of Mathematical Analysis (3rd Edition) McGraw-Hill, 2013.

2.R.R. Gol&berg, Methods of Real Analysis, Oxford and IBH Publishing, 2020.

Reference Books:

1. T.M. Apostol, Mathematical Analysis, Narosa Publishing House, New Delhi, 1985. ‘
2. Gabriel Klambauer, Mathematical Analysis, Marcel Dekka}', Inc. New York, 1975.

3.A Wﬁite, Real Analysis; an introduction. Addison-Wesley Publishing Co., Inc., 1968.

4. E. Hewitt and K. Stromberg, Real and Abstract Analysis, Berlin, Springer, 1969,

5. Serge Lang, Analysis I & II, Addison-Wesley Publishing Company Inc., 1969.

6. S.C. Malik and Savita Arora, Mathemati_cal Analysis, New Age International Limited, New Delhi,
4th Edition 2010.

7. D. Somasundaram and B. Choudhary, A First Course in Mathematical Analysis, Narosa Publishing
House, New Delhi, 1997

W&wwﬁ MW Y—
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CC-2 COMPLEX ANALYSIS

With effeet from the Session: 2024-25

Part A — Introduction

Name of Programme M.Sc. Mathematics
Semester I

P P COMPLEX ANALYSIS
Course Code M24-MAT-102
Course Type CC

Level of the course 400-499

Pre-requisite for the course
(if any)

Courses on Real Analysis up to the 299 level

Course Objectives

complex function theory, an
theorems, integral formulas,

theorem; Schwarz Lemma.

The main objective of the course is to familiarize the learner wit

alytic functions theory, the Cauchy’
singularities and contour integration

and finally provide a glimpse of Argument principle; Rouche’

Course Learning Outcomes
(CLOs)

learner will be able to:

After completing this course, the

and integration for functions

CLO 2: Solve the complex

expansions.

integrals.

principle and Rouche theore
relevant exercises.

applications of relevant theorems, formulae and power serie

CLO 3: Analyse the complex functions with singularities for zeroes
and residues at poles and apply the results to solve the improper

CLO 4: Understanding statements and proofs of argument

CLO 1: Understand the concepts of limit, continuity, differentiatio

defined over a complex plane as wel

as for the elementary functions.

integrals of various kinds through th

m and apply the knowledge to solve

Credits Theory Practical Total
4 0 4
Teaching Hours per week 4 0 4
Internal Assessment Marks 30 0 30
End Term Exam Marks 70 0 70
Max. Marks 100 0 100 '
Examination Time 3 hours

(¥ Scanned with OKEN Scanner
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e e Part B- Contents of the Course ]

_ y - : r:i The examiner will set 9 questions asking two questions from each |
=L i one compulsory question by taking course learning outcomes (CLOs) into cons;deratllon. The

o ooy nestion (Questinn No. 1) will consist 7 parts covering entire syllabus. The examinee will

;21;1‘;::;‘:3 [tl nl.'it‘m]ﬂ 5 questions. selecting one question from cach unit and the compulsory

: ions will carry equal marks.
question. All questions wi A o
Unit T'opics Contact Hours

I The function ofa complex variable, Continuity, Differentiability, 15
Analytic functions and their properties, Cauchy-Reimann equations in
can'c;:ian and polar coordinates, Power Series, Radius of convergence,
Differentiability of sum function of a power series.

(Relevant portions from the book recommended at Sr. No. 1)

II" |Contour, Complex Integration, Cauchy theorem, Simply/ multiply 15
connected domains, Cauchy integral formula, Extension of

Cauchy integral formula for multiply connected domains, Poisson
integral formula, Morera's theorem, Cauchy inequality, Liouville

theorem.
(Relevant portions from the book recommended at Sr. No, 1)

' [Taylor theorem, Zeros of an analytic function, Laurent series, 15
Singularities: Isolated singularities and non-isolated singularities,
Cassorati-Weierstrass theorem, Limit point of zeros and poles,
Maximum modulus principle, Schwarz Lemma.

(Relevant portions from the book recommended at Sr. No. 1)

IV"" Meromorphic functions, Argument principle, Rouche theorem, IS5
Z Fundamental theorem of algebra, Calculus of residues, Cauchy
-

residues theorem, Evaluation of integrals of the types:
fozn f(cos8, sind)de, f:) f(2)dz, f(}w f(z)sinmzdz,
fgm f(2 cosmzdz.

(Relevant portions from the book recommended at Sr. No, 1)

Total Contact Hours 60
Suggested Evaluation Methods
Internal Assessment: 30 End Term Examination: 70
> Theory 30| > Theory: [ 70
* Class Participation: .o 5 Written Examination
° Seminar/presentation/assignment/q uiz/class test etc.:| 10
|_eMid-Term Exam: E

%,M%,W J\'}Q@/ Q\‘P/(/f‘“ -
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Part C-Learning Resources

L

Recommended Books/e-resources/L.MS:
Recommended Text Book:

1. Churchill, R.V. and Brown, 1.W.. Complex Variables and Applications, Eighth edition;

McGraw Hill International Edition, 2009,

Reference books:

1. Ahlfors, L.V., Complex Analysis. McGraw-Hill Book Company, 1979.
2. Conway. J.B., Functions of One complex variable, Narosa Publishing, 2000.

Priestly. H.A., Introduction to Complex Analysis, Claredon Press, Orford, 1990.
D.Sarason, Complex Function Theory, Hindustan Book Agency, Delhi, 1994.
Mark J.Ablewitz and A.S.Fokas, Complex Variables : Introduction & Applications
Cambridge University Press, South Asian Edition, 1998, ,
6. E.C.Titchmarsh, The Theory of Functions, Oxford University Press, London. 1939.
7. S.Ponnusamy, Foundations of Complex Analysis, Narosa Publishing House, 1997.

L (I S
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CC-3 ORDINARY DIFFERENTIAL EQUATIONS - |
"~ With l‘[:l;l‘l.'-i“ﬁ-:{:l_ll_I the Hlf!asiun:_ZI_lld-Zﬁ

Name of Programme

Semesier

Nam—u of the Course

Part A -lnll‘(_'l{.!.l.l.('.l'i(}l'l -
U M.Se. Mathematics

~ ORDINARY DIFFERENTIAL EQUATIONS - |

Course Code M24-MAT-103
| L-‘L"UT'_SC T}'-P(‘ [
[Level of the course 400-499 \

Pre-requisite for the course
(if any)

Courses on Differential Equation and Real Analysis up to the 2ﬁ\
level

Course Objectives

The objectives of this course are to study the existence anj
uniqueness theory of solutions of initial value problems, to stud
theory of homogeneous and non-homogeneous linear differentia
equations of higher order in detail, to learn about oscillations o
second order differential equations, and solving boundary valu
problems.

The aim of the course is to form a strong foundation in the theory o
ordinary differential equations enabling a learner to apply toward
problem solving.

Course Learning Outcomes
(CLOs) .
After completing this course, the

learner will be able to:

CLO 1: Understand concepts of an initial value problem and its
exact and approximate solutions. Apply the knowledge to
prove specified theorems and to solve relevant exercises.

CLO 2: Understand the concepts of uniqueness of solutions.
Apply the knowledge to specified theorems and to solve
relevant exercises.

CLO 3: Have a deep understanding of the theory of linear
differential equations of higher order by getting knowledge
of basic theory, Wronskian theory, fundamental sets and
standard theorems related to these topics.

CLO 4: Apply methods of reduction of order and variation of
parameters to solve linear and nonlinear differential
equation respectively and to solve higher order linear
differential equation with constant coefficients.

)‘“

4
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s “Theory | Practical | Total ]
Credits — I | = ‘ -
e Tousperweek | L 0 l 4
e o Marks | 30 | 0 ! %
WTLﬂmmial;Ei__ [ I | A - 0 | 70 |
e S . 0 1 100 \
Txamination Time | 3hours | \
e Part B- Contents of the Course \

: S Qotfer: The examiner will set 9 questions asking two questions from each
unit and one compulsory question by lak?ng course learning outcomes (CLOs) into consideration. The
compulsory guestion (Question No. 1) will consist 7 parts covering entire syllabus. The examinee will
be required to attempt S questions, sclecting one question from each unit and the compulsory
question. All questions will carry equal marks.

| Unit Topics | Contact Hours |
1 Initial value problem and equivalent integral equation, e-approximate 15
solution. Equicontinuous family of functions, Ascoli-Arzela theorem, :

Cauchy—-Peano existence theorem, Existence and Uniqueness o
Solutions, Lipschitz condition.

I |Picard-Lindelof theorem for Existence and Uniqueness of Solutions 15
Solution of initial-value problems by Picard method, Gronwall’

inequality, Linear differential systems: Definitions and notations. Linea
homogeneous systems, Fundamental set and Fundamental matrix, Linea

systems with constant and periodic coefficients.

4

"
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_*‘ Non-homogeneous linear systems, TToquet ‘Lhef}r?{. l-hghhcr ordzz
1l cquations:  Lincar differential equations OI. md?| .n(,]‘t‘cury y
cxamples,  Lincar  combination, [..nwml ('IL'DLF) ef_n(,_el.i ana
independence  of _solutions. Wronskian t 1cm‘y.|- ¢ lmd(i{"
necessary and sufficient condition for linear depend ence gt?r‘ m::;arI ‘
independence of solutions of homogencous lincar differentia

cquations.

e

omogencous linear differential equations, Variation of parameters,
Adjoint equations, Lagrange’s Identity and Green’s formula.

Total Contact Hour 60 |
Suggested Lvaluation Methods |
Internal Assessment: 30 End Term Examination: 70 \
» Theory 30| » Theory: | 70 |
e Class Participation: 5 Written Examination
e Seminar/presentation/assignment/quiz/class test etc.:| 10
e Mid-Term Exam: - 15

Part C-Learning Resources
Recommended Books/e-resources/LMS: ’
Recommended Text Books;

1. Earl A. Coddington and Norman Levinson, Theory of Ordinary Differential Equations, McGra

Hill Education, 2017.
2. Sheply L. Ross, Differential Equations, Wiley, 3™ Edition, 2007.
3. S.G. Deo, V. Raghavendra, Rasmita Kar, V. Lakshmikantham, Textbook of Ordinary

(¥ Scanned with OKEN Scanner



f 11

L 7erential Equations. Tata McGraw-Hill , 2000.

Reference books:

1.P. Hartman. Ordinary Differential “‘f”””jf”’-"‘ John .Wilc‘y & Sons N'Y:, 1971.1

> G. BirkhofTand G.C. Rota, Ordinary Differential r’-,qm.fr.umx, John Wiley & Sons, 1978.
3.1, Simmons, Differential Iiquations, Tata McGraw-I 111, 1993,
4.1.G. Petrovski, Ordinary Differential Equations, Prentice-Hall, 1966.
5 1. Somasundaram, Ordinary Differential Equations, A first Course, Narosa Pub., 2001.

7
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CC-4 NUMBER THEORY

With l:ffca_l'ruu_l_ _I_hc Session: 2_(_)24_45 W

“Part A — Introduction I

Name of
Programme

M.Se. Mathemalics

Semester

Name of the Course

Number Theory

Course Code M24-MAT-104
Course Type ce
Level of the course 400-499

Pre-requisite for

Courses having contents of number theory up to the level

the course 299
(if any)
Course Objectives  [In this course, typically include exploring fundamental concepts such

as prime numbers, congruences, and Diophantine equations. Students
learn to analyze divisibility properties, explore advanced topics like
modular arithmetic, and delve into algebraic structures such as groups,
rings, and fields relevant to number theory. The course aims to develop
problem-solving skills through proofs and applications, preparing
students for advanced study in mathematics or related fields.
Additionally, emphasis is placed on fostering a deeper understanding
of theoretical frameworks and cultivating the ability to apply abstract
concepts to real-world scenarios within the realm of number theory.

Course Learning
Outcomes (CLOs)
After completing this

course, the learner
will be able to:

CLO 1: To understand Well ordering principle, divisibility, division
algorithm.

CLO 2: To learn about Linear Diophantine equation,
simultaneous linear equations.

CLO 3: To be familiar with the Farey sequences, Farey sequences of
order n, rational approximations, Hurwitz theorem.

CLO 4: To learn about Fermat numbers, Euler’s Function and its
properties, Euler’s generalization of Fermat’s theorem.

e e QM/V/)/\;
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("rcdils‘__#__—-—_— " Theory - Practical Total |
_ s F— F—— =
Teaching Hours per| A 0 \
Week I ——— N _
Tnicrnal Assessment | 30 0 30 \
Marks i B Rk
Tnd Term Exam 70 0 70 \
Marks S—
Max. Marks o 10 100 |
Examination Time 3 hours \
I’ml B- Contents of the Course l
; - Paper- S i The examiner will set 9 questions asking two questions
from cach unit and one wmpulam y c|nc-»l|0n by taking course icarmng outcomes (CL Os)
into consideration. The compulsmy question(Question No. 1) will consist 7 parts covering
entire syllabus. The examinee will be rcquncd to attempl 5 questions, selecting one
question from each unit and the compulsory question. All questions will carry equal marks.
Unit Topics Contact
Hours
I |Well ordering principle, divisibility, division algorithm, G.C.D 15
greatest common divisors), L.C.M. (least common multiple), ;
Gauss theorem, primes, perfect number, Euclid’s first theorem,
Fundamental Theorem of arithmetic or Unique Factorization
theorem, Euclid’s second theorem.
I ILinear Diophantine equation i.e, equation of the type ax + by = 17
c, the necessary and sufficient condition that the linear
Diophantine equation has a solution in integer.
Example of Linear Diophantine equatton simultaneous linear
equation.
4
Z%U'{-/
"/gm = . B Q(V
- . FE MW B o —— o ——— - ————
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T g )
Farey sequences, Farey sequences of order n, rational
pproximations, Hurwitz theorem, itrational numbers, Geometry,

f numbers, Minkowski's convex body theorem, Langrange’s|

four square theorem,

Fermat numbers, Fermat numbers are relatively prime, properties

f Fermat numbers, Fermat’s theorem, Wilson’s theorem
converse of Wilson’s theorem, Euler’s function and its properties
multiplicative function, Euler’s generalization of Fermat’d

[AY

heorem.

Total Contact Hours 60

|

| ' Suggested Evaluation Methods
Internal Assessment: 30 , End Term Examination: 70

30| > Theory: | 70

> Theory -
o Class Participation: 3 Written Examination

l

l

| .

I * Seminar/presentation/assignment/quiz/class | 10
test etc.:

| eMid-Term Exam: 15

=
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— ~ Part C-Learning Resources

“Recommended Books/e-resources/l, MS:
Recommended Text Books;

I An introduction to the Theory of Numbers Ivan Niven, Herbert 8. Zuckerman Hugh
| . Montgomery, John Wiley & Sons(Asia)Pte.14d. 1991,

Reference books:

I Number Theory, An introduction to mathematics, Second edition, W.A. Coppel

Springer 2000 ’

2. G. H. Hardy and E. M. Wright, An introduction to the Theory of Nmubers. Oxford
University, 2008. ’

3. Burton . D. M. Elementary Number Theory, Tata McGraw Hill Publishing House, 2006

VMW
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CC-5 ABSTRAC 'ALGEBRA

,-J | N With effect from ilu 'Huwm 2024-25

o M.Sc. Mathematics

I' wt A — ]llllu(lmimn _l '

Name of Programme
Semester i - I \
Name of the Course o ABSTRACT ALGEBRA \
Coursc Code M24-MAT-105 : \
Course Type o ce l
Level of the course 400-499 \
Courses on Algebra up to the level 299. \

Pre-requisite for the course
(if anv)

Course Objectives

The concept of a group is surely one of the central ideas o
Mathematics. The main aim of this course is to introduce Sylo
theory and some of its applications to groups of smaller orders. A
attempt has been made in this course to strike a balance between th
different branches of group theory, abelian groups, nilpotent groups
finite groups, infinite groups and to stress the utility of the subject
A study of modules, submodules, quotient modules, finitely
oenerated modules etc. is promised in this course. Similar linea
transformations, Nilpotent transformations and related topics ar

also included in the course.

Course Learning Outcomes

(CLOs)
After completing this course, the

learner will be able to:

CLO 1: Understand concepts of normal subgroup, quotient group
isomorphism, normal series, composition series, solvable group.

refinement theorem.

CLO 2: Learn about nilpotent group, cyclic decomposition|
alternating group A, Sylow"s theorem and its applications.

CLO 3: Understand concepts of modules, submodules, direct sum
R-homomorphism, quotient module, completely reducible modules

free modules.

CLO 4: Learn about similar linear transformation, triangular form,
nilpotent transformation, primary decomposition theorem.

Theory Practical Total

(¥ Scanned with OKEN Scanner
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Unit
I

unit and one con
compulsory ques
will be require
iquestion.

/
/
17
e —
I B 0 \ 4 l
wﬂ;L;Llj‘—— N Y I 0 l 4 |
Tniernal Assessment Marks - i 0 | 30 |
MEnd Term Exam Marks U I [ 0 | 70 |
L s . AR R 0 | O
Examination Time . 3 hours - | |
Part B- Contents of the Course \

<Tor Paper- Setters The examiner will set 9 questions asking two questions from each
pulsory question by taking course learning oulcomes (CLOs) into consideration. The

tion (Question No. 1) will consist of 7 parts covering entire syllabus. The examinee

d to attempt S questions, sclecting one question from cach unit and the compulsory

All questions will carry equal marks.
Topics | Contact Hours |
15

Normal subgroup, quotient group, normalizer and centralizer of a non
subset of a group G, commutator subgroups of a group. first
cecond and third isomorphism theorems (only statement), class equatio

of a finite group G. normal series, composition series, Jordan Holde
Schéier’s refinement theorem, solvabl

empty

theorem. Zassenhaus lemma,
group.

I1

yclic decomposition, even and odd permutation
Sylow’s first, second and thir

orders. groups of orde

Nilpotent group, C
Alternation group A,, Cauchy’s theorem,
theorems and its applications to group of smaller

p’ and pq (q>p)-

111

Modules, submodules, direct sﬁms, Finitely generated modules, cyclic 15
module. R-homomorphism, quotient module, completely reducible

modules, Schur*s lemma, free modules.

IV

Similar linear transformation, invariant subspaces of vector spaces 15

reduction of a linear transformation to triangular form, nilpoten
transformation, index of nilpotenby of a nilpotent transformation. Cycli
subspace with respect to a nilpotent transformation, uniqueness of th
invariants of a nilpotent transformation. Primary decomposition theorem.

Vs v

="

il

(¥ Scanned with OKEN Scanner



18

e —— T T : S AL =
(ransformation, rational canonical form of a linear transformation and it

clementary divisors, uniqueness of clementary divisors.,

(6.4.10 6.7 of recommended book of Sr. No. 3).

i S _:“___ﬂ_ _ B “Total Contact Houry 60 |
-  Suggested Tvaluation Methods |
Internal Assessment: 30 Iind Term Examination: 70 \
¥ Theory 30| » Theory: | 70 \
IS e T T v
e Class Participation: 5 Written Examination

. S-:minarﬁprcsenlaliom’assignmcma’quim’class testelc.:| 10
5

Part C-Learning Resources | -

Recommended Books/e-resources/LMS:

Recommended Text Books;

e Mid-Term Exam:

| P. B. Bhattacharya, S. K. Jain, S. R. Nagpaul, Basic Abstract Algebra (Second edition),

iCambridgeUniversity Press, 2012.
Reference books;
in : Modern Algebra ,Vikas Publishing House, 2021.

1.Surjit Singh and Quazi Zameerudd
Wiley Eastern Ltd., New Delhi, 1975.

2. 1. N. Herstein, Topics in Algebra,

y

4//“/—\@/
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PC-1 PRACTICAL-1

- — . :
With effect from
[——

the Session: 2024-25

.

~ Part A — Tntroduction

l__,__.—-—"'-"__'__'__
Name of the Programme

a

M.Se¢. Mathematics

Semester

— .
Name of the Course

Practical-1

Coursce Code

M24-MAT-106

Course Type

PC

Level of the course

400-499

Pre-requisite for the course
(if any)

Course objectives

This is a laboratory course and objective of this course is t
acquaint the students with the coding skills in C programrriin
language for problem solving. Also, some problem solvin
techniques based on papers M24-MAT-101 to M24-MAT-105 will
be taught.

Course Learning Outcomes
(CLO) :
After completing this course, the

learner will be able to:

CLO 1: Solve practical problems related to theory courses
undertaken in the Semester-I from application point of view.

results.
CLO 4: Debug, verify/check and to obtain output of results.

Credits -

Practical

\

Theory

Teaching Hours per week

Tnternal Assessment Marks

End Term Exam Marks

CLO 2: Know syntax of expressions, statements, structures and to
write source code for a program in C.
CLO 3: Edit, compile and execute source programs for desired

8
30
l 70

Max. Marks

| 100

Examination Time

=== E=IR=d k=

l

Part B- Contents of the Course

il
k!
Practicals Contact Hours&

Practical course will consist

learning outcomes
solve one problem

from the Part-

of two components Part-A and Part-B. The

120
examiner will set 5_questions at the time-of practical examination asking 2
questions from the Part-A and 3 questions from the Part-B by taking course
(CLO) into consideration. The examinee will be required to

A and to write and execute 2 questions from

e &

L T
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(T T IR 1

30
Part-A

ocaplems based on the theory courses M24-MAT-101 0 M24-MAT-105 will b
solved in this part and their rccn!'d will be maintained in the Practical Note Book
i)i:vf! results and theorems will not be asked rather excrcises or numerica
oroblems oF applicd problems based on the theory parts will be done, as identifie

or given by the teacher concerned.

Part-B 90
4 ; : i : Labh
The following practicals will be done using the programming language C and ( indu%‘“érs

ecord of those will be maintained in the practical Note Book: instructions for

writing programs

; i i llest of four or more numbers. in C and

1. Use of nested if.. .efse. in ﬁﬂd“‘}% the sma demonstration b
5. To find if a given 4-digit year is a leap year or no{.. 1 ateacher and foyr
3. To compute AM, GM and HM of three given real values. run the programs
4. To invert the order of digits in a given positive integral value. on computer by
5. Use series sum to compute sin(x) and cos(x) for given angle x in degrees. students.)

' Then, check error in verifying sin>x+cos?(x) = 1 or other such T-identities.
6. Verify Yn’= {yn}?, (where n=1,2,..., m) & check that prefix and postfix

increment operator gives the same result. . _

7. Compute simple interest and compound interest for a given amount, time
period, rate of interest and period of com.poundmg. .

8. Program to multiply two given matrices in a user dfaﬁr}ed function. .

9. Calculate standard deviation for a set of values {x(j), j =1, 2,..., n} having
the corresponding frequencies {f(j), j = 12,0}

10. Write the user-defined function to compute GCD of two given values and
use it to compute the LCM of three given integer values.

11. Compute GCD of 2 positive integer values using recursion / pointer to
pointer. .

12. Check a given square matrix for its positive definite/ negative definite
forms.

13. To find the inverse of a given non-singular square matrix.

14. To convert a decimal number to its binary representation and vice-versa.

15. To solve an algebraic or transcendental equation by Newton-Raphson and
Regula-Falsi methods.

16. To solve initial value problems by Runge-Kutta methods.

17. To solve a system of linear equations by Gauss-Seidel method.

18. To solve a definite integral using Simpson rules.

19. Use array of pointers for alphabetic sorting of given list of English words.
20. To search a number in an array by binary search method.

Suggested Evaluation Methods

e
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gj_ Internal Assessment: 30 End Term Examination: 70
Practicum 30 » Practicum = 70 . —
e Class Participation:
eClass P P - 5 Lab record; Viva-Voce, write-up an
o Seminar/Demonstration/Viva-voce/Lab records ote.: | 10 execution of the programs
e Mid-Term Examination: 15
Part C-Learning Resources |

Recommended Books/e-resources/LMS:

Reference books;

1. Kanetl_cer. Yashwant, "Let us C", BPB Publications, 15th Edition.
2. Gottfried, Byron, "Programming with C", Tata McGraw Hill, 2nd Edition.

1.Kernighan, B. W., Ritchie, D. M., "The C Programming Language", PHI, 2nd Edition.

2 Koffman, Hanly, "Problem Solving and Program Design in C", Pearson, 8th Edition.

v
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: - . Sk
With effeet from the Session: ZiIZM-lzNAR

Name ol the Programme -

M.Sc, Mathematics

Semesict
Name of the Course o [ o —

Seminar

_
Qurse TAAA AT i ————
Course Code MZA-MATTo7

e R
Course 1y

e: ) y |
(CCﬂ)EC‘?EC;’SEM;’CHMIOECKEEC) SEM \

ILevel of the course 400-499

Course objectives The objectives of this course are self-learning
:

understanding a topic in detail, exploring library
and e-resources, comprehension of the
subject/topic, investigating a problem, knowledg
of ethics, effective communication and life-long
learning.

ourse Learning Uutcomes (CLOs) ] CLO 1: Identify an area of interest and to selec
After completing this course, the learner will

be able to: a topic therefrom realizing ethical issue
related to one™s work and unbiased truthfu
actions in all aspects of work and to develo
research aptitude.

CLO 2: Have deep knowledge and level o
understanding of a particular topic in core o
applied areas of Mathematics, imbib
research orientation and attain capacity o
investigating a problem.

CLO 3: Obtain capability to read an
understand ~ mathematical  texts  fro
books/journals/e-contents, to communicat
through write up/report and oral presentation.

CLO 4: Demonstrate knowledge, capacity of
comprehension, precision, defence,
capability to work independently and
tendency towards life-long learning.

Credits il Seminar
. 2
Teaching Hours per week 2
Max. Marks 50
Internal Assessment Marks 0

v ) pr— o -
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nd Term Exam Marks =i
~Fxamination Time B A
Tnstructions for Lxaminer: Evaluation of the seminar will be d

one by the internal examiner(s)

on the parameters as decided by stafT council of the department. There will be no external

xamination/viva-voce examination.
Each student will select a topic of one"s choice, will get approval from the concerned

teacher incharge, give sittings in library so as to read different books and journals, and e- '

resources, prepare a seminar document, present before the group and its teacher incharge for

one hour. The evaluation of the seminar will be done by the concerned teacher incharge by
taking into account the following:

i.  Subject knowledge.
ii.  Degree of difficulty, research aptitude and knowledge updation in terms of choice of the
topic.
iii.  Contents of the seminar report.
iv.  Presentation, Communication and. Language skills
v. Response to questions.

X

Wﬁ’#b Jv

Vr—>

1
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INamc ol the Course - S m—

| FIELD THEORY

g R e N i T
.[L ourse L ode MIA-MAT-201
[(‘mlr!-:c Tyvpe T cC T .._._______\ ;
- -
| Level of the course 400-499

 Pre-requisite for the course
(if anmy)
| Course Objectives

Courses on Algebra up to the level 299

|

As suggested by the name of the course itself, some of the advancecil
lopics of abstract algebra will be taught to the students in this c;rmrs;eiI
including field extensions, finite fields, normal extensions, finite
normal extensions and splitting fields. A study of Galois cxtensiensei

Galois groups of polynomials, Galois radical extensions will also b
|
taught.

1

Course Learning Outcomes CLO 1: Understand concepts of irreducible polynomial, Eisensteiri

(CLOs) o criterion, field extension, algebraic and transcendental extension
Afier completing this course, the |algebraically closed field.

learner will be able to: CLO 2: Have deep understanding of Splitting fields, norma
xtension, multiple roots, prime field, finite field and separabl
Xxtension.

LO 3: Learn about automorphism groups, fixed field, Dedekin
lemma, fundamental theorem of Galois theory, roots of unity

yclotomic polynomial and cyclic extension.
CLO 4: Have deep understanding of polynomials solvable by
radicals, symmetric functions, ruler and compass construction.
Credits " Theory Practical Total |
[ 4 0 4 i
| Teaching Hours per week 4 0 4 |
[ Internal Assessment Marks 30 0 30 \
[ End Term Exam Marks 70 0 70 |
| Max. Marks 100 0 100
{ Examination Time 3 hours :

Part B- Contents of the Course
tructions - Seffer; The examiner will sel 9 questions asking two questions from each |

| y // (/l ik J\ A -~
//5""‘ \%f‘{’ L “Sy/ | ﬁ\ \_,/A

(¥ Scanned with OKEN Scanner



25

—-'"7'-'_-_._.-__ i ——

onit and one compulsory question by taking cou R
o St} : v rse learning oute ST g

compulsory question (Question No. 1) will consist nlt‘ Tp £ outcomes (CLOs) into consideration. The \

: ~ require = i ; arts covering i - :
will be “qlll[md 1,“- attempt 5 questions. selecting one question fror > cn.ti:rc syllabus. The examinee
uestion. All questions will carry equal marks. - M each unit and the compulsory

U“l“ l : Topics B
ucdu(.:lblc polynomials, Eisenstein criterion, Gauss lemma. Fielc 15
extension, algebraic and transcendental extension, degree of extension ‘E
15
15
15

algebraic closure and algebraically closed field.
IV [Solvability of polynomials by radicals over Q. Symmetric functions and

clementary symmetric functions. Construction with ruler and compas; j
_]l

Contact Hours |

Splitting field, degree of extension, of splitting ficld. Normal extension

multiple roots, prime ficld, characterization of prime field, finite field
separable extension.

1 walad o S [l

1l ,-\uromm‘phlsm gr(?up. fixed field, Dedekind lemma, Galois groups o
polynomials, Galois extension, fundamental theorem of Galois theory
fundamental theorem of algebra, roots of unity.

only.

Total Contact Hours 60
Suggested Evaluation Methods

Internal Assessment: 300 End Term Examination: 70

> Theory 30| » Theory: | 70

e Class Participation: 5 Written Examination E

« Seminar/presentation/assignment/quiz/class test etc.: 10

e Mid-Term Exam: - 15
Part C-Learning Resources

Recommended Books/e-resou rces/LMS:
Recommended Text Books;

1. P.B. Bhattacharya, S.K. Jain and S.R. Nagpaul, Basic Abstract Algebra (2nd Edition), Cambridge
University Press, Indian Edition, 2012.

Reference Bobks:
1. Vivek Sahai and Vikas Bist, Algebra, Narosa Publishing House, 1999.

2. Surjit Singh and Quazi Zameeruddin, Modern Algebra, Vikas Publishing House, 2021.

3. Patrick Morandi, Field and Galois Theory, Springer 1996.

2 j a, -

- 1 B'an
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- CC-7 MEASURE AND INTEGRATION
T With effect from the Session: 2024-25

L

Part A — Introduction
M.Sc. Mathematics

L——— 1y
Name of Programme

Semester BT

Name of the Course MEASURE AND INTEGRATION J
Course Code M24-MAT-202 J
Course Type 5 ‘
Level of the course 400-499 \
Pre-requisite for the course * " Courses on Real Analysis up to the 299 level

(if any)

Course Objectives The main objective is to familiarize the learner with Lebesgue oute

measure, measurable sets, measurable functions, Lebesgu
integration, fundamental integral convergence theorems, function
of bounded variation, differentiation of an integral, absolutely .
continuous functions and LrP-spaces.

Course Learning Outcomes CLO 1: Understand the concepts of measurable sets and Lebesgu

(CLOs) . ) measure; construct a non-measurable set; apply the knowledge t
After completing this course, the

. . solve relevant exercises.
learner will be able to:

CLO 2.: Know about Lebesgue measurable functions and thei
properties; and apply the knowledge to prove Egoroff’s theorem
Lusin’s theorem and F. Riesz theorem.

CLO 3: Understand the requirement and the concept of th
Lebesgue integral (as a generalization of the Riemann integration
along its properties and demonstrate understanding of the statement
and proofs of the fundamental integral convergence theorems.

CLO 4: Know about the concepts of differentiation of monotoni
function, functions of bounded variations, differentiation of a
integral, absolutely continuous functions; apply the knowledge t
prove specified theorems and study LP-spaces.

Credits Theory Practical Total \

4 0 4 |
Teaching Hours per week 4 0 4 \
Internal Assessment Marks 30 0 30 |
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Unit

| A e =
Txamination Time

Tons _ R

27

Wixmﬂ Marks 70

o, Marks : ' )

70

100 .

3 hours \

100

Part B- (I'.'unl.ellts of the Course

1
\
\
\

or: The examiner will set 9 questi i
. 8 . ) X : questions asking two questions from each
uanit and one compulsory question by taking course learning outcomes (CL%)S) intc]» consideration. The

compulsory question (Question No. 1) will consist 7 parts covering entire syllabus. The examinee will

be required to attempt § questions, selecting one question fr i
‘ . . 8 ; rom each unit
question. All questions will carry equal marks. ‘ -

Topics [ Contact Hours |

1

Lebesgue outer measure, clementary properties of outer measure
measurable sets and their properties, Lebesgue measure of sets of rea
numbers, algebra of measurable sets, Borel sets and their measurability

characterization of measurable sets in terms of open, closed, Fs and G
sets, existence of a non-measurable set.

15 \

i

Lebesgue measurable functions and their properties, the almos
everywhere concept, characteristic functions, simple functions
approximation of measurable functions by sequences of simpl
functions, Borel measurability of a function.

Littlewood’s three principles, measurable functions as nearly continuour
functions. Lusin’s theorem, almost uniform convergence, Egoroff’
theorem, convergence in measure, F. Riesz theorem that every sequenc
which is convergent in measure has an almost everywhere convergen
subsequence. '

111

The Lebesgue Integral: Shortcomings of Riemann integral, Lebesgu
integral of a bounded function over a set of finite measure and it
properties, Lebesgue integral as a generalization of the Riemann integral
Bounded convergence theorem, Lebesgue theorem regarding points 0
discontinuities of Riemann integrable functions.

Integral of a non-negative function, Fatou”s lemma, Monoton
convergence theorem, integration” of series, the general Lebesgu
integral, Lebesgue convergence theorem.

I\

Differentiation and Integration: Differentiation of monotone functions
Vitali“s covering lemma, the four Dini derivatives, Lebesgu
differentiation theorem, functions of bounded variation and thei
representation as difference of monotone functions.

Differentiation of an integral, absolutely continuous functions and their

15

o T )

e ——
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g@mes, convex functions. Jensen“s inequality. Lr-spaces. 1
, e s

S Total C

| e _ Suggested Evaluamethuzlg ontact Hour: %0
L— Internal Assessment: 30 End Term | i
L Troory —t Xamination: 70

» Theory 30| > Theory: [ 79

» Class Participation: ' 5 W 70_
— Serminar/presentation/assignment/quiz/class test etc.;| 10 o0 Samnstion
.-—'-'_'-_“—-__-_-__. .

» Mid-Term Exam: i 15
= Part C-Learning Resources |
"Recommended Books/e-resources/LMS: ]

Recommended Text Books;

|_H.L. Royden, Real Analysis (3rd Edition) Prentice-Hall of India, 2008,

Reference Books:

1. 1. G.de Barra, Measure theory and integration, New Age International, 2014,

b_ P.R. Halmos, Measure Theory, Van Nostrans, Princeton, 1950.

3. L.P. Natanson, Theory of functions of a real variable, Vol. I, Frederick Ungar Publishing

Co., 1961.

4. R.G. Bartle, The elements of integration, John Wiley & Sons, Inc. New York, 1966.
5. K.R. Parthsarthy, Introduction to ProbaBility and measure, Macmillan Company of India Ltd. Delhi,
1977.

6. P.K. Jain and V.P. Gupta, Lebesgue measure and integration, New Age International (P) Ltd,,
Publishers, New Delhi; 1986. -

A e e
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T With sftees o CCR TOPOLOGY
_ With effeet from (he ¢ Y

= Session: 202425 e
— — Part A Introduet; e e— -l
ey T Them i —— 1etion T ——
|‘.'§‘-nlﬂf of Programme —_—— :‘ e ]
| I Lae Mathematies R
!—‘E‘;L‘-I"—ITL‘SINI o “— - e
A ——
Wame of the Course e
1?\.\11-11 o _ | FoPOLOGY S
Course Code T M2AMAT I —————
TCourse Type [ e e——
Level of the course 400-499 —
i
Pre-requisite for the course Courses on Real Analysis up to the 299 jeva] l'
((if any) '
Course Objectives The main objective of this course is to introduce basic concepts of
‘ point set topology, basis and sub-basis for a topology. Further, tq
study continuity,

homeomorphisms, open and closed maps, produc
‘ and quotient topologies, separation axioms and introduce the notior -
i of connectedness of topological spaces.

|
|
| - ~ l
 Course Learning Outcomes CLO 1: Know about topological spaces, understand neighbourhoo
(CLos) system of a point and its properties, interior, closure, boundary
After completing this course, the | . . i <
: limit points of subsets, and base and sub-base of topological spaces
learner will be able to: =

apply the knowledge to solve relevant exercises.

CLO 2: Learn alternate methods of defining a topology usin
properties. of neighbourhood system, interior operator, closed sets

Kuratowski closure operator and know about first and secon
countable spaces, separable and Lindelof spaces.

CLO 3: Know about the Tychonoff product topology and its
characterization as the smallest topology such that the projectio
maps are continuous; connectedness and its relation with continuity.

CLO 4: Have a deep understanding of Tg, Ty, T> spaces. Als

discuss the different properties like hereditary and productiv
properties.

Credits

Theory | Practical l Total

G ry(}ﬂ/' ‘\»/ v — R}\‘)// | L)&M)‘
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Tnternal Assessment Marks
End Term Exam Marks
Max. Marks

Examination Time

3 hours
oS Tor Pane S B- Contents of the Course

unit and one compulsory ql.leslionr‘h];c tf]?i?:glggﬁrgllle;:fl 9 questions asking two questions from each |
mpulsory questi : i : ning outcomes (CLOs) into consi ion.

go \ = }d question (Question No. 1) will consist 7 parts covering cntfre syllszus T?\n“deml'm T!ﬁ
¢ required to attempt 5 questions, selecting one questi il e i

question. All questions will carry equal marks 1 el SR
Unit om
: Topics
TS ! | Contact Hours|
nuo’n and e‘.f{ampl.es of topological spaces, Comparison of topologies 15
lnt_ersectlon and union of topologies on a set, Neighborhood’s
1.1eigl.1borhood system of a point and its properties, interior point an
interior of a set, interior as an operator and its properties, definition of
closed set as complement of an open set, limit point (accumulation point) o
a set, derived set of a set, adherent point (closure point) of a set, closure o
a set, closure as an operator and its properties, boundary of a set.
11

Dense sets, Characterization of the dense set, Base for a topology and it 15

characterization, base for neighborhood system, sub-base for a topology
Relative (induced) topology and subspace of a topological space

Alternative methods of defining a topology in terms of neighbourhoo
system and Kuratowski closure operator.

1

First countable, second countable and separable spaces, their relationship 15
nd hereditary property, About countability of a collection of disjoint ope
sets in a separable and a second countable space, Lindelof theorem
Definition, examples and characterizations of continuous functions.

composition of continuous functions, open and closed functions
homeomorphism, Embedding.
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TV [Tychonoff product topology

‘oduct topology as the sm
are continuous, To, Ty,
property of Ty and T, sp

such that the projections

' aces. Regular and T4 separation
characterization and basic properties i.e. heredit
properties. Completely regul

projection ma \ '
openness, Chal‘aclerizminn of i aps, thei Lontmunty anc_ﬁ__——ﬁ‘__“'

allest topology
I spaces, productivd

ary and productivd

axioms, thei

! ar and Tychonoff (T spac i
hereditary and productive properties. e spaces, thd
, Total Contact Flourd 60
B Suggested Evaluation Methods l]
= Internal Assessment: 30 End Term Examination: 70 |
leory 30| » Theory: [ 70 |
. Clas_s Participation: 5 Written Examination
» Seminar/presentation/assignment/quiz/class test etc.;| 10
e Mid-Term Exam: 15

Part C-Learning Resources

Recommended Books/e-resources/LMS:
Recommended Text Books;

1. J.L. Kelley: General Topology, Springer Verlag, New York, 2012.

Reference Books:_

1. J. R. Munkres, Topology, Pearson Education Asia, 2002.
2. C.W. Patty, Foundation of Topology, Jones & Bertlett, 2009.
3. Fred H. Croom, Principles of Topology, Cengage Learning, 2009.

1983.

4. George F. Simmons, Introduction to Topology and Modern Analysis, McGraw-Hill Book Company,

5. K. Chandrasekhara Rao, Topology, Narosa Publishing House Delhi,2009.
6. K.D. Joshi, Introduction to General Topology, Wiley }.Eas.tern Ltd,
7. Khalil Ahmad, Introduction to Topology, Narosa Publishing House, 2019.

2006.

——
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! CC-9 ORDINARY DIFFERENTIAL EQUATIONS
/ With effect f) 'S8 -
X rom the Session: 2024-25
" Part A - Introducti
j i e Introduction '

M.Sc. Mathematics

Semester ;
[

Name of the Course
ORDINARY DIFFERENTIAL EQUATIONS- I

Course Code

M24-MAT-204
Course Type cC
Level of the course 400-499
Ere-requisite for the course Courses on Differential Equation and Real Analysis up to the 299
(if any) level
Course Objectives The objectives of this course are to study the theory of system of

linear and non-linear, homogeneous and non-homogeneouy *
differential equations with constant and/or variable coefficients, tQ
understand the dependence of solution on initial parameters, and td
understand the critical points of linear and non-linear system of
differential equations and to determine types and stability of those
critical points and systems™ solutions.

This course is an advance course on system of differential equations
to give a strong foundation for doing research in the areas of
differential equations and dynamical system.

Course Learning Outcomes CLO 1: Learn about linear second-order ordinary gli_ffereqtial.
(CLOs) equations, seif-_adjoint equations, superposition principle,
After completing this course, the Riccati’s equation, pruffer transforrr:ation, oscillatory and
| will be able to: non-oscillatory equations, and Abel_s formula.

carner Wi ' CLO 2: Understand common zeros of solution and their linear

independence, Sturm theory: Strum separation theorem,
Sturm fundamental comparison theorem.

CLO 3: Know about Strum-Liouville boundary value problem,
orthoganality of functions and Green’s function.

CLO 4: Understand the Autonomous system, critical points, types
of critical points. Also discuss about phase plane and path.
Also discuss about the stability of critical points in
homogeneous and non-homogeneous autonomous system.
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¥ s 111 [

fee | Pl T

;-"J —ing Hours per week =l : 0 T )

/ Wcm Marks e 0 7
] :':' Torm Exam Marks =5 0 7
[ ks _ 100 : 70
" ffxamination Time 3 hours 100

[ Part B- Contents of the Course

it The examiner will [
: ‘ set 9 questions asking tw [
unit and one compulsory question by taking course leatning outcomes (C L(g)s) i?alﬂu:tf;';)iZngr:?g:m 8%1:

ompulsory question (Question No. 1) will consist 7 parts covering entire syllabus. The examinee will

be required to attempt 5 questions, selecting one questi :
All questions will carry equal marks.g question from each unit and the compulsory

guestion.

Unit : ' Topics Contact Hours
[ |Linear second-order equations: Preliminaries, Self-adjoint equation of 5
second order, Basic facts, Superposition principle, Riccati’s equation,
Pruffer transformation, zero of a solution, Oscillatory and non-oscillatory,
equations, Abel’s formula, Common zeros of solutions and their
dependence.

I |Common zeros of solutions and their independence, Sturm theory: Strum 15
separation theorem, Sturm fundamental comparison theorem, Elementary
linear oscillations. ) '

Second-order boundary value problems (BVP): Linear problems;
periodic boundary conditions, regular linear BVP, singular linear BVP| .
non-linear BVP.
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Sturm-Liou_viIle BVP:

Orthogonality of eigen function

/ Green’s function and (hej; examples

(Relevant portions from the book wDifferentjal

IV [Nonlinear differential sy
and Critical points, Typ
Spiral point, Stability ofcritical poiiits,

systems; Basic theorems and theiy appl

Critical points and paths of non-linear
applications.

dcllni[ions, eigen valye
S corresponding (o

Equations* by S.L. Ross)
stems, Autonomoys systems:
es of critical points; Node, Center, Saddle point

Critical points and paths of linea
ications,

systems; Basic theorems and theii

and eigen functions 15

distinet cigen values

Phase plane, Pathd 15

Total Contact Hour 60

Suggested Evaluation Methods

Internal Assessment; 30

End Term Examination: 70

» Theory

30

» Theory: | 170

e Class Participation:

5

e Seminar/presentation/assignment/quiz/class test etc.:

]0'!

Written Examination

V/Q\"/..
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/ fid-Term Exam: W 1
Part C-Learning R
oc0 mended Books/e-resources/LMS: g Resources

R m
ewmmended Text Books;

Earl A. Coddington and Nor i i 68 Ol ;

) Education,g2t0 i orman Levinson, Theory of Qrdmary Differential Equations, McGraw

2. Sheply L. Rqss, Differential Equations, Wiley, 3" Edition, 2007.

3. S:G. Deq, V. Raghavendra, Rasmita Kar, V. Lakshmikantham, Textbook of Ordinary
Differential Equations, Tata McGraw-Hill, 2006.

Reference books;

1.P. Hartman, Ordinary Differential Equations, John Wiley & Sons NY, 1971.

2 G. Birkhoff and G.C. Rota, Ordinary Differential Equations, John Wiley & Sons, 1978.
3.G.F. Simmons, Differential Equations, Tata McGraw-Hill, 1993.
4.1.G. Petrovski, Ordinary Differential Equations, Prentice-Hall, 1966.

' ; ' j 2001.
D. Somasundaram, Ordinary Di rential Equations, A first Course, Narosa Pub., 01.
: . &5 : Modern Perspective, Narosa PublishingHouse,

6.Mohan C Joshi, Ordinary Differential Equations,
_—__’_,_————’—’—’——’—_ .

£006.
W

N >
-

3ok
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gl ris 9
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ce-10 -
COMPUTER PROGRAMMING WITH MATI
NG W AB

f///":_f’ith effect from the Session: 2024-25
Part A - lnlrmlua_itir

M.Se. Mathematics

Il

Name of the Course C
omputer Programming Wit
Course Code S
M24-MAT-205
Course Type .
(2 B
Level of the course ‘ 1004
: -499

Pre-requisite for the course
(if any)
Course Objectives

. - . ~ __—.__—_______-
This course is designed for the students to learn the computer

pi‘ggrﬂmming. The objective of this course is to develop a skill of
wntmg"codes in MATLAB or equivalent Open Source softwarg
and using built-in tools for solving different types of mathematical

problems which arise in the areas 0
MathematicaUPhySicalz’LifefSocia[ Sciences and Engineering.

¢ with the importance and working of MATLAB

as computation platform through the knowledge of characters;
variables, operators, functions and expressions s used for
trix algebra along with the editing;

lementary operations in ma
load/save data and compilationfexccution,*’quitting of sourcg

programs.

Course Learning Outcomes

(CLOs)
After completing this course, the

learner will be able to:

CLO 1: Get familia

CLO 2: Learn the process of writing a source program in MATLAB
as a programming language making use of the statements for
input/output, conditiona!;’non-sequential processing involving

functions, arrays and structures.

CLO 3: Learn the plotting of the curves and surfaces, which can be
odited, modified, accumulated, handled, printed, exported.

CLO 4: Write source programs with objects; variables, expressions,
labstract functions, math functions in symbolic form and their
subsequent use for the operations/ concepts/ problems in calculus,

linear algebra and differential equations.

Credits Theory Practical Total
4 0 4
4

Teaching Hours per week

(»;-AW N/ a JV'>
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30

70

100
3 houts

Part B- Contents of the Courg
.ourge

= The examiner will set 9 questions asking fwe—rms———
sking

-« question by takin se learni ,

pulsory q y g course learning outcomes (CLO;)""i?utluGsnons from each
0 consideration, "

n. rhe

llabus. Th
- I'he examinee wi
d the compulsory will

cti -
m
> and one COME 0 ill consi
anit uestion (Question No. 1) will'consist 7 parts covering entire
sy

ompulsory : o ‘
ed tO attempt 5 questions, selecting one question from each unit an

equ . :
serst?on- All questions will carry equal marks.
ques=— Topics
Contact |

Unit
—T[Introduction: Basics of progra‘mming; Anatomy of a program; Constants; Ht‘iusrs ]

Data types; Assignments; Operators; functions
Entering long statements; Command lin;

Characters; Variables;
Examples Of expressions;
editing. Good programming style.
Defining a Vector, Accessing elements within 4
ors; Mathematical functions; Strings;
g cell array; Concatenation.

Working with vectors:
vector, -Basic operations ON vect
String functions; Cell array; Creatin

Working with Matrices: Generating matrices; Mathematical operations
and functions;

ws /columns; Linear algebra; Arrays; Multivariate data;

Deleting 10
cripting;

Scalar expansion; Logical subs

[nput and output: Save/Load functions, M-files, The find function; The

format function; Suppressing output;

e recommended text books 1-3).
r loop, while loop, continue 15

(Relevant poftions from th
T IFlow Control: if and else, switch and case, fo
break, try —catch, return.

Data Structures: Multidimensional arrays; Cell arrays, Characters and text;

Structures,

s: Scripts; Functions; Types of functions; Global

Scripts and Function
nctions; The eval function;

variables; Passing string arguments to fu
Function handles; Function functions; Vectorization; Preallocation.
Linear differential equation of order n with constant coefficients;

Characteristic roots, Fundamental set.

i (Reiev'ant portions from the recommended text books [-3).
| Graphics: Plotting process; Graph components; Figure tools; Arranging 5 |

\o

fel S O e @f)/

O
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graphs within 3 figgee

. S :
unctions to edit graphis: e]ectmg plot types;

Pl ata source; Modif
;P Inting a graph; Exporting a graph, o

e Bl tiple data sets in one graph:
and complex data; Aq ding » Flotting lines and markers; Imaginary

Multiple plots in one figyre: F:]Ots 0 existing graph; Figure windows;
Saving figures, » Lontrolling the axes; Axis labels and titles;

Mesh and Surfa
) ce Plots: Visualizing functi . ‘ )
Reading/writing images. L Mnetions ok’ Sad-xariabiek

Printi ok
rinting and Handle Graphics: Using the handle; Graphics object; Settin%

Ob_!ec.t Properties; Specifying the axes or figure, Finding the handles o
existing objects.

Animations: - Erase mode method, Creating movies.

(Relevant portions from the recommended text books 1-3).

s Plot editin : Rige— |
tq enhance the PreSentatiolMUdlfymg i Moty Us'ﬂﬁ

IV |Symbolic Math: Symbolic objects; Creating symbolic variables and
expressions; The findsym Command; The default symbolic variable]

Constructing real and complex variables; Creating abstract functions;
Creating symbolic math functions; Creating an M-file.

Calculus: Limits; Differentiation; Integration; Symbolic summation;

Taylor series; Examples; Simplifications and substitutions, Variable
precision arithmetic examples.

Linear Algebra: Basic algebraic operations; Linear algebraic operations;
Eigenvalues; '

Jordan canonical form; Singular value decomposition; Eigenvalue

trajectories.

Solving Equations: System of algebraic equations, System of differential
equations.

(Relevant portions from the recommended text books 1-3).

15

Total Contact Hour

Suggested Evaluation Methods

60

Internal Assessment: 30

End Term Examination: 70
T 30| » Theory: |
< Class Participation: o W 5 Written Examination

@M“ﬁ/ TR
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Part C-Learnin

Recommended Books/e-resources/L Vs g Resources

Recommended Text Books;

é_ ie;znigg_lﬁ;ﬁﬂ]}f& COPYR ¥ The MathWork
. Amos Gilat, MATLAB An Introduction W; P
3. Rudra Pratap, Getting Starte it

lications Sed, Wiley, 20
i ' Sed, Y, 2008,
Retbrenct oo with MATLAB, Oxford University Press, 2010,

IGHT 1984 - 2005

1.C. F. Van Loan and K.-Y. D. Fa '
. =Y. D. Fan., Insight through Computing: A Matlab I '
Computational Science and Engineering, SIAM Publ(iiation,gmf S

2.T. A. Davis ar_1d K. Sigmon, MATLAB Primer 7" Edition, CHAPMAN & HALL/CRC, 2005.
3.B. R. Hunt, R. L. Lipsman, J. M. Rosenberg, K. R. Coombes, J. E. Osborn, and G. J. Stuck, 4
Guide to MATLAB, Second Edition, Cambridge University Press, 2006.
4.Y Kirani Singh, B.B. Chaudhari, MATLAB Programming, PHI Learning, 2007.
5.K. Ahlersten, An Introduction to Matlab, Bookboon.com.
6.C. Gomez, C. Bunks and J.-P. Chancelier, Engineering and Scient
irkhauser, 2012.

7.A. Quarteroni, F. Saleri and P. Gervasio, Scientific Computing with MATLAB and Octave,
Springer Nature, 2014.

ific Computing with SCILAB,

(¥ Scanned with OKEN Scanner



40

PC-2PRACTICAL

Name of the Programme art'"m“m“
Name of the COUI'SC _\*‘—‘—-—-\_\__”
s nge Practical-2
M24-MAT-
T B 4-MAT-206
PO
Level of the course
400-499
Pre-requisite for the course
(ifany) - '
C — -
ourse objectlveg This course aims the students to learn the practical

lmplementations of the features of MATLAB/SCILAB/Octave
which they study as a theory course M24-MAT-204 and to writg
codes for problem solving. Also, implementation of some problem
solving techniques, based on papers M24-MAT-201 to M24-

. MAT-205, would be learnt.

Course Learning Outcomes
(CLO)
After completing this course, the

learner will be able to:

CLO 1: :Solve practical problems related to theory courses
undertaken in the Semester-II from application point off
view.

CLO 2: Know syntax of expressions, statements, data types,
structures, commands and to write source code for a#
program in MATLAB/SCILAB/Octave. .
CLO 3: Edit, compile/interpret and execute the source program for '

desired results.
CLO 4: Debug, verify/check, to obtain and store output of results.

Practical course will_consist of two compo

Credits Theory Practical Total .
- 0 4 4
Teaching Hours per week 0 8 3
Mnternal Assessment Marks 0 30 30
End Term Exam Marks 0 70 70
Max. Marks 0 100 100
Examination Time 0 4 hours
Part B- Contents of the Course
Practicals Contact Hours
nents Part-A_and_Part-B. The 120 .

m@%“f/ M V/W 3

.
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—will set 5 i —
“3’”‘223.-’33; s e Pgll_!iil(;n% fat the time of practical examinati
guest e outcomes (CLO) int“ questions from the Parlxil}mlnatlol] asking 2
solve one problem from the gai‘f'}f'dcratron. The examine; wb| taking course
the Part-B. -A and to write and execute |2 p[;ggrcqmrefd s

rams from

Part-A
30

Problems based on the th
: eory courses M24-M :
solved in this . . AT-201 to M24-MAT- i
Direct l'esullts I::j _?Ed t.he“ l’eclt)rd will be maintained in the Pract;::; lz\Jtzew[;Icio?(e
ommerical pesblems eonemg.; will not be asked in this section rather exercises or'
b s or applied problems based on the theory parts will be don
ified or given by the teacher concerned : e,aﬂ

"

Part-B .. 90
The followin :cals wi — (b Higghs
ving practicals will be done using MATLAB/SCILAB/Octave and record) ineiuce o
of those will be maintained in the practical Note Book: “lr?lif;ugcgg;ra?;s
and
demonstration by
a teacher and for

1 Create any 4 x 3 matrix A. Do the fo[loﬁing steps:

(a) tGe; those elements of A that are located in rows 3 to 4 and columns 2 running the - | «
0 programs On
terchange that with the first column of computer by
students.)

(b) Adda fourth column to A and in
A; replace the last 3 x 3 sub-mat
bya3x3 identity matrix; delete th

string out all elements of A inarow
Jculate the income tax on a

rix of A (rows 2 to 4, columns 2 to 4)
e first and third rows of A and then

and transpose it at the end.
given income at the

eM Use switch...case to ca
existing rates.

3. To compute the arithmetic mean, geometric mean and harmonic mean for
the values {x(), j=1,2,....n} and the corresponding frequencies {£();
i=1,2,...,n} "a -

4. Write a function file factorial to compute the factorial n! for any integer n.
The input should be the number n and the output should be n!. _

5. Write a function using for ... loop or a while ... loop to compute the sum
of a geometric series | +rtri+rt-- + 1" for a given r and n.

6. Write function for the greatest common divisor (GCD) of two given

t common multiple (LCM) of

and use it to find the leas
tive integer values and to fi
It using built-in functions as well.
in(x) and cos(x) as series sum of n terms. Use
cos(X), sin(x) +cos(x), X in [0, 2x], for n=2, 5;

from those which are

positive integers
three given posi
integers. Get the resu
T Write functions to calculate s
these functions to plot sin(x),
10, 20. Display the deviatio
obtained via built-in functions.

8. Plot log(x), exp(x), sin(x) and cos(x) in a single figure. Use different

h. Also display the legend.

colours, markers, labels and title for the grap
9. Plot a circle for given centre and a point on the boundary. Find its

perimeter and area. ”
10.  Identify the location of a given point (x, y) in terms ol (a

W\%/&“’/%'/“Qq/}?

nd GCD of more than two

n of curves so plotted

) at origin, (b) on
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Curve

l ) .
I S RTITT ir
1 Fontours ygip, i, © Using ezp)04 [ur V. Verify through x-y plot,
2. For b 8 €zcontqy,. POLb) polar curves using ezpolar. (c)
b)2+2c‘<+21d oeflicients (5,
WPerbolyy gjjic, 10 plot fhe o O SOV the  equation ax’s
13 F;)r i aje“‘PSef’Circle oruits ¢ corresponding  conie, vig, parabola
en e.- . [ ‘.
areq. Perimeter gpq humber of sides, plot / i
i ; IAEs, plot the polygon and calculate it
) Solve a cubic ¢ .
et Uation o T f i i g
s verify the so’uting i n o duartic equation with given coefficients and
© (@ Use polar Jrough built-in functjon,

i coordinate i ,
Of different pqq;; "dinates 1o plot 4 circles in a plot with common centre but

(b) For 4 Spheres with
subplots in 4 figure,

16. i - :
%Il;fgr 2eﬁf1’l0tlon fh) = sin(x), Wl'it?‘ a MATLAB script that computes the
€S expansion of the function around a point xo up to the n terms,
Eva]uate the Taylor series at a set of points. Plots the original function and
Its Taylor series approximation on the.same graph for comparison,

given centre and radii, plot their surfaces as different

7. For a given Square matrix A, find the eigen-values and eigen-vectors and
check the result with the use of built-in function.

18.  Find the inverse of a given matrix and verify the result by using built-in
function.

20. Given matrix A of order 4x3, Plot the bar diagram corresponding to matrix
A for the following cases:
(a) Display four groups of three bars, different bar corresponding to each

entry of row in a group _
(b) Display one bar for each row of the matrix. The height of each bar is

the sum of the elements in the row.
21.  Given the three vectors X, Y, Z. Represent the data Y versus X and Z

versus X in one graph by using the following routines:
(a) Plot ()
(b) Scatter( )
(c) Fill ()
2. For given matrices X, Y and Z, demonstrate
(a) Plot3 ().
(b) Contour()
(c) Surf()
(d) Surfe() :
23.  Represent the data given by vector X by using following routines:
(a) bar()
(b) piechart( )

(c) pie3() o
(d) plot Histogram chart and Scatter chart using polar coordinates

Suggested Evaluation Methods i
Infernal Assessment%gliu [ End Term Kxamination: 70 |

b ”"’“@3;
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Practicum

Recoﬁunene Books/em
Amos Gilat, 274 ??quef;

Reference books;

1.Ry ]
: g idra Praiap, Gemg:g

Starteqd With MATY
~-5. R. Hunt, R - Lipsman, j.
Guide 1o MAT, LAB, Seco \d Edit{on.kg‘.-alts%s

AR

70
S L
> Pract loce, eI

rd, Viva-V
Lab rf,igcﬁtion of the programs

Jenr "7y
Oureey Arning Resources

') .‘
A” 1”“‘(]{1”(

tidge University Press, 2006.

tion With Applications Sed, Wiley, 2008.

LAB, Oxford University Press, 2010. ek A
enberg, K. R, Coombes, J, E. Osborn, and G. J. Stu 4‘

(lﬂ’%
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